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Abstract. We develop two classes of criteria for multivariable rationality

with bounds on degree or other restrictions of the permitted exponent set.

The first class is expressed in terms of differential algebra and shows that

rational functions with prescribed exponent sets form a differential algebraic

variety expressed by a finite collection of explicit differential relations. The

second class concerns characterizations in terms of Taylor series coefficients,

including one approach using rationality along radial one-dimensional slices,

thus it extends a classical one variable result. In the first class, we develop

results pertinent to the cases of zero and prime characteristic, while our Taylor

coefficient results focus solely on characteristic zero.

1. Introduction

Criteria for rationality with respect to a single variable have been studied in

various ways and contexts. For instance, there are classical results that characterize

the Taylor coefficients of rational functions in the case of analytic functions of a

single variable [3][pp.321-323]. More recently it has been noted that there exists a

differential condition for characterizing when multivariable meromorphic functions

are rational with respect to one specified variable [13]. It is natural to inquire about

the generalized conditions for rationality with respect to several variables

Already, this suggests two classes of criteria to consider: one class expressible in

terms of differential algebra and the other class expressible in algebraic conditions

on Taylor series coefficients. In fact, the latter can also be understood within a

differential algebraic framework by our introduction of evaluations, which provide a

way to generalize Taylor coefficients and the Cauchy problem. This has connections

to the notion of local differential algebra studied by Robinson [9].

In regards to differential algebra criteria, one foundational observation is that the

question of rationality can be readily expressed as a question of linear dependence.

Thus one may employ generalized Wronskians, using the results of [10], to generate

a finite set of explicit differential conditions that characterize rational functions
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with bounds on degree or other restrictions on the permitted exponent set. Such is

captured by Theorem 3.2 and its ensuing corollaries and remarks, which we express

for the case of general characteristic.

For criteria in terms of Taylor coefficients, which we develop in characteristic

zero, our main results are Theorem 4.1 and Theorem 4.4. The latter shows in a

certain case analogous to analyticity that rationality with a bound on degree along

one dimensional radial slices implies multivariable rationality with the same bound

in degree. Also, as an aside, we note that some of the criteria for the classical single

variable case produce a set of relations that form an infinite Groebner basis.

One application of (and motivation for) rationality criteria occurs in the area of

complex analytic geometry, where the rationality of certain multivariate generating

functions of moments plays a significant role in the characterization of boundaries

of holomorphic chains. In particular, the “closedness” of such criteria fuels various

continuation techniques. For an example, the single variable results have been

employed in places such as [5] and [13]. Plus a differential characterization of

rationality is an analog to the results of [12], wherein the shockwave decomposability

of a related generating function of moments (which arises in [4]) is shown to be

equivalent to a certain collection of differential relations.

Here is the structure of this article. In Section 2, we introduce our differential

algebraic set-up, including an introduction of the notion of evaluations, plus we

cover some relevant linear algebra preliminaries. In Section 3 we present differential

multivariable criteria for rationality, discussing results pertinent to both the cases

of zero characteristic and prime characteristic. In Section 4 we express rationality

criteria of Taylor series, with focus simply on the case of characteristic zero.

2. Preliminaries

2.1. Differential algebra definitions. Letℳ denote a differential field equipped

with m pair-wise commuting derivations D1, D2, . . . , Dm. Let C denote the field of

constants {f ∈ ℳ ∣ Djf = 0 for j = 1, 2, . . . ,m}. (For a thorough introduction to

differential algebra see [6].)

Let ℕ denote the collection of non-negative integers. Per standard multi-index

notation, let D� = Da1
1 Da2

2 ⋅ ⋅ ⋅Dam
m , �� = �a11 �a22 ⋅ ⋅ ⋅ �amm , ∣�∣ =

∑m
j=1 aj , and �! =∏m

j=1 aj !. Also let
(
�
�

)
=
∏m
j=1

(
aj
bj

)
, with the understanding that the binomial

coefficient
(
a
b

)
is interpreted as zero when b < 0 or b > a.

For � = (a1, a2, . . . , am) and � = (b1, b2, . . . , bm) in ℕm, we say that � ≤ � if and

only aj ≤ bj for j = 1, , 2 . . . ,m. We will use ≺ to denote graded lexicographical

order on ℕm. In particular � ≺ � if and only if ∣�∣ < ∣�∣ or ∣�∣ = ∣�∣ and there exists

a k such that ak < bk and aj = bj for j < k. This is an example of a monomial
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ordering, namely it is a well-ordered, total ordering of ℕm such that � < � implies

�+  < � +  for  ∈ ℕm. [2]

ForA ⊆ ℕm, letA+ℕm = {�+ ∣  ∈ ℕm} = {� ∈ ℕm ∣ � ≥ � for some � ∈ A}.
A set Y ⊆ ℕm is called Young-like if � ∈ Y , � ∈ ℕm, and � ≤ � always imply that

� ∈ Y . [10] In other words Y is Young-like if and only if (ℕm∖Y ) + ℕm = ℕm∖Y .

We define an evaluation on ℳ to be a ring homomorphism E from some differ-

ential subring DomE of ℳ to C such that

(1) the fraction field of DomE is ℳ,

(2) DomE contains C, and

(3) E(c) = c for c ∈ C.

By setting E(g/ℎ) = E(g)/E(ℎ), one can naturally extend the definition of E

to the localization (DomE∖ kerE)−1DomE = { gℎ ∣ g, ℎ ∈ DomE , E(ℎ) ∕= 0} in ℳ.

So we can assume that DomE corresponds to this localization.

The following examples help motivate and illustrate these definitions.

Example 1. Letℳ be the field of germs of meromorphic functions about a point

p = (p1, p2, . . . , pn) in ℂn with derivations D1, D2, . . . , Dn defined by Dj = ∂
∂zj

.

The subfield of constants C corresponds to ℂ and the mapping f 7→ f(p) provides

a natural evaluation. The domain of this evaluation is the subring of germs of

holomorphic functions about p.

Example 2. Consider ℳ as defined in the previous example, but with only the

derivations D1, D2, . . . , Dm for m < n. Then the subfield of constants C corre-

sponds to the field of germs of meromorphic functions in variables (zm+1, . . . , zn)

about (pm+1, pm+2, . . . , pn) in ℂn−m. We may define one evaluation E by setting

E(f)(zm+1, . . . , zn) = f(p1, . . . , pm, zm+1, . . . , zn), but other evaluations exist. For

instance, one could also obtain an evaluation on ℳ by setting

E(f)(zm+1, . . . , zn) = f(g1(zm+1, . . . , zn), . . . , gm(zm+1, . . . , zn), zm+1, . . . , zn),

where (g1, . . . , gm) is a germ of a holomorphic map between neighborhoods of ℂn−m

and ℂm that sends (pm+1, . . . , pn) to (p1, . . . , pm).

From a PDE point-of-view, this evaluation corresponds to evaluating f along

a non-characteristic surface of dimension n −m and flowing the values along the

characteristics of D1, D2, . . . , Dm. Other examples can be readily constructed in

this spirit. Thus an evaluation is not purely a restriction, but rather a “restriction

and flow”. This is tied to the fact that the field of constants C is a subfield of ℳ.

Example 3. A derivation and evaluation can be used to algebraically generalize

the Cauchy initial value problem. For instance, let ℳ be a differential field with a

derivation D and an evaluation E. (So (ℳ,C, E) is a reflexive localized differential
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field in the terminology of Robinson [9].) Considering only the additive group

structure we have the short exact sequence

(1) 0→ C→ DomE
D→ D(DomE)→ 0.

Because of the existence of E, this splits to produce the reverse short exact sequence

(2) 0← C
E← DomE

I← D(DomE)← 0,

where I is defined by I(D(f)) = f − E(f). One can readily verify that I is well-

defined. The map I conceptually corresponds to integration. For instance, if ℳ
is the field of germs of meromorphic functions about 0 in ℂ with D = ∂

∂z and

E(f) = f(0), then I(f)(z) =
∫ z
0
f(t) dt.

Because of this splitting, we have that DomE
∼= C⊕D(DomE). In this setting,

the Cauchy problem

(3) Df = ℎ, Ef = g,

for ℎ ∈ D(DomE) and g ∈ C, has the unique solution f = Iℎ + g. The direct

product splitting of DomE conveys the fact that each function f in DomE can be

represented uniquely based on its derivative data D(f) and Cauchy data E(f).

This captures the essence of a well-posed Cauchy problem with the exception that

continuous dependence on data would require the consideration of topology in order

to be adequately expressed.

Example 4. Given any field ℱ and indeterminates x1, x2, . . . , xn, the field of quo-

tients of formal power series ℱ((x1, x2, . . . , xn)) with derivations D1, D2, . . . Dm

(given by formal differentiation) forms a differential field. If charℱ = 0 then one

natural evaluation is E(
∑
�≥0 c�x

�) = c0. However if charℱ ∕= 0 this fails to be

an evaluation.

2.2. Linear algebra preliminaries. For sets A and B in ℕm, we define an A×B
matrix to be a matrix whose rows and columns are indexed by the elements of A

and B, respectively, with row and column indices ordered using ≺, unless otherwise

specified. For � ∈ A and � ∈ B, let M�
� denote the entry of M row-referenced

by � and column-referenced by �. In the case of row matrices or column matrices,

we may omit the row index or column index, respectively. The application of

derivations and evaluations to a matrix is understood to be performed entry-wise.

Let � be a 1×B row matrix, with B finite. Unless otherwise denoted, we work

over ℳ. So, for instance, ker� denotes the null space of � in ℳ∣B∣. For A ⊆ ℕm,

we define L�A entry-wise by saying (L�A)
�

� = D�(��), with rows ordered by ≺. For
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instance, if A = {�1, �2, . . . , �n} with �1 ≺ �2 ≺ ⋅ ⋅ ⋅ ≺ �n, then

(4) L�A =

⎡⎢⎢⎢⎢⎣
D�1�

D�2�
...

D�n�

⎤⎥⎥⎥⎥⎦ .
When ∣A∣ = ∣B∣, we define the generalized Wronskian of � associated with the set

A to be

(5) W�
A = detL�A.

On some occasions we may wish to modify the order of the rows of L�A. To aid

this purpose, let PC1,C2
(with C1∩C2 = ∅) be the (C1∪C2)×(C1∪C2) permutation

matrix such that left-multiplication rearranges rows so that those indexed by C1

are placed first (ordered among themselves by ≺) followed by the rows indexed by

C2 (also ordered by ≺).

The linear dependence results of [10] have arguments that readily carry over to

the abstract differential algebraic framework considered here. We restate two such

results that we will employ later.

Lemma 2.1. Let � be a 1 × B matrix with entries in ℳ, where B is some finite

index set. It holds that any reduced ℳ-basis of
∩
�∈ℕm kerD�� lies within C∣B∣,

and thus

(6)
∩

�∈ℕm

kerD�� =

( ∩
�∈ℕm

kerD�� ∩ C∣B∣

)
⊗Cℳ =

(
ker� ∩ C∣B∣

)
⊗Cℳ

Theorem 2.2. Let � be a 1×B matrix with entries in ℳ, where B is some finite

index set. The entries of � are linear dependent over C if and only if the generalized

Wronskians W�
Y of � for all Young-like sets Y equal zero.

For the proofs of these results, please refer to [10], specifically the proofs of

Theorem 3.1 and Lemma 3.3 there. As noted in the remarks at the end of section

3 of that article, it can be seen that those proofs readily apply within our current

context. (While the generalized Wronskians considered in [10] use lexicographical

ordering instead of graded lexicographical ordering on rows, this only affects their

sign. And the proof of Lemma 3.2 in [10] applies with any monomial ordering.)

3. Differential Rationality Criteria

Our objective in this section is to develop purely differential criteria for ratio-

nality in a multivariable differential field ℳ.

To begin, assume that �1, �2, . . . , �m denote elements ofℳ dual to the derivations

D1, D2, . . . , Dm, namely Dj�k = �jk. When charℳ = 0, this duality assumption
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implies (using Theorem 2.2 for instance) that any collection of monomials of � are

linearly independent over C, thus �1, �2, . . . , �m are algebraically independent over

C. But when charℳ equals a prime p, �pj belongs to C for each j. In this case,

the maximal collection of monomials of � forming a linear independent set over C

consists of those with exponents in Qp := {(a1, a2, . . . , am) ∈ ℕm ∣ aj < p for all j}.
So it is suitable to define Q0 = ℕm, so that Qcharℳ serves as the canonical exponent

set.

To say that F ∈ ℳ is rational with respect to �1, �2, . . . , �m simply means that

there exist finite subsets A,B ⊆ Qcharℳ and coefficients a�, b� ∈ C for � ∈ A and

� ∈ B with at least one b� ∕= 0 such that

(7) F =

∑
�∈A a��

�∑
�∈B b��

�
.

It is a basic but instrumental observation that the question of rationality can be

translated into a question of linear dependence.

Proposition 3.1. Let F ∈ ℳ and A,B be subsets of Qcharℳ. F is rational

with respect to �1, �2, . . . , �m with the numerator and denominator having monomial

terms with exponents in A and B, respectively, if and only if the collection {�� ∣ � ∈
A} ∪ {��F ∣ � ∈ B} is linearly dependent over C.

Proof. Equation (7) readily implies the dependence relation

(8)
∑
�∈A

a��
� −

∑
�∈B

b��
�F = 0.

The converse is also true, with linear independence of the monomials with exponents

in Qcharℳ giving that at least one b� is non-zero and so
∑
�∈B b��

� ∕= 0.

□

Given finite subsets A,B ⊂ Qcharℳ, let � denote the 1 × A row matrix whose

entries are the monomials of � with exponents in A, i.e. entry-wise �� = ��, and

let � denote the 1 × B row matrix defined entry-wise by �� = ��F . Let � be the

concatenation of � and � , i.e. [� ∣ � ]. So � is a row matrix whose entries list the

elements {�� ∣ � ∈ A} ∪ {��F ∣ � ∈ B}.
We adopt the convention of treating DF as zero whenever  ∕∈ ℕm. For

C ⊆ ℕm, define RBC [F ] to be the C × B matrix defined entrywise via (RBC [F ])
�

 =
!

(−�)!D
−�F .

The main result of this section can be expressed as follows.

Theorem 3.2. Let F ∈ℳ, and assume that A and B are finite Young-like subsets

in Qcharℳ. The following statements are equivalent.

(1) F is rational with respect to �1, �2, . . . , �m with numerator and denominator

having monomial exponents in A and B, respectively.
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(2) The matrix RBℕm∖A[F ] has rank less than ∣B∣ over ℳ.

(3) For each set C ⊆ ℕm∖A such that C ∪ A is Young-like and ∣C∣ = ∣A∣, it

holds that detRBC [F ] = 0.

(4) For each set C ⊆ ℕm∖A such that C∪A is Young-like and ∣C∩(B′+ℕm)∣ ≥
∣B′∣ for all B′ ⊆ B, it holds that detRBC [F ] = 0.

Notes: 1) For B finite, saying that ∣C ∩ (B′ + ℕm)∣ ≥ ∣B′∣ for all B′ ⊆ B is

equivalent to saying that there exists a bijective map g : B → C such that g(�) ≥ �
for all � ∈ B.

2) For the case of zero characteristic, one elegant normalization of RBC [F ] is to

consider the C × B matrix TBC [F ] defined entrywise via (TBC [F ])
�

 = 1
(−�)!F−� .

Since each row TB{}[F ] equals 1
!R

B
{}[F ], Theorem 3.2 holds with each RBC [F ]

replaced by TBC [F ].

3) When only a single derivation is being considered, i.e., m = 1, then conditions

3 and 4 involve only one determinant. This case corresponds to the generalized

Schwarzian differential expressions introduced in [13].

We remark that this theorem is purely differential in nature. No evaluations

or integrations are involved. In particular, both conditions 3 and 4 reveal that

rationality with bounds on degree or with any finite prescribed exponent sets A

and B is equivalent to the satisfaction of a finite collection of (partial) differential

equations.

Let Ik = {� ∈ ℕm ∣ ∣�∣ ≤ k}. The case A = Qcharℳ∩ IM and B = Qcharℳ∩ IN
corresponds to testing for rationality with degree bounds of M and N on the nu-

merator and denominator, respectively. So we may consider the following corollary.

Corollary 3.3. Let F ∈ℳ, and let M,N be nonnegative integers. Then F is ra-

tional with respect to �1, �2, . . . , �m with numerator having degree at most M and nu-

merator having degree at most N if and only if for each set C ⊆ IM+N+1∖(Qcharℳ∩
IM ) for which C∪(Qcharℳ∩IM ) is Young-like, ∣C∣ = ∣Qcharℳ∩IN ∣, and ∣C∖IM+N ∣ ≤
1, it holds that detRINC [F ] = 0. (So the differential equations that occur have order

at most M+N+1 and those differential equations having order equal to M+N+1

are quasi-linear with only one partial derivative of order M +N + 1 appearing.)

Proof. Set A = Qcharℳ ∩ IM and B = Qcharℳ ∩ IN . Using condition 4 of Theo-

rem 3.2, it suffices to show that if (i) C∖IM+N+1 ∕= ∅ or (ii) ∣C∖IM+N ∣ > 1 then

there exists a B′ ⊆ Qcharℳ ∩ IN such that ∣C ′∣ < ∣B′∣ where C ′ = C ∩ (B′ + ℕm).

So we consider these two cases separately.

Case 1: Suppose that C∖IM+N+1 ∕= ∅. Since C ∪ (Qcharℳ ∩ IM ) is Young-like,

there exists a � ∈ C so that ∣�∣ = M +N + 2. Let B = {� ∈ ℕm ∣ � ≤ �, ∣�∣ ≤ N}
and ℭ = { ∈ ℕm ∣  ≤ �, ∣∣ ≥ M + 1} ⊆ C. Using the map  7→ � −  we derive
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that ∣ℭ∣ = ∣{� ∈ ℕm ∣ � ≤ �, ∣�∣ ≤ N + 1}∣ > ∣B∣. Set B′ = B∖B, and note that

C ′ ⊆ C∖ℭ. Thus ∣C ′∣ ≤ ∣C∣ − ∣ℭ∣ < ∣B∣ − ∣B∣ ≤ ∣B′∣.
Case 2: Suppose that there exists two distinct �1, �2 ∈ C such that ∣�1∣ =

∣�2∣ = M + N + 1. Define �′ to be the entry-wise minimum of �1 and �2, and

note that ∣�′∣ ≤ M + N . Let ℭ1 = { ∈ ℕm ∣  ≤ �1, ∣∣ ≥ M + 1}, ℭ2 = { ∈
ℕm ∣  ≤ �2, ∣∣ ≥ M + 1}, and ℭ1 ∩ ℭ2 = { ∈ ℕm ∣  ≤ �′, ∣∣ ≥ M + 1},
all of which are subsets of C. Also let B1 = {� ∈ ℕm ∣ � ≤ �1, ∣�∣ ≤ N},
B2 = {� ∈ ℕm ∣ � ≤ �2, ∣�∣ ≤ N}, and B1 ∩B2 = {� ∈ ℕm ∣ � ≤ �′, ∣�∣ ≤ N}.
By arguments similar to those in the previous case, one obtains that ∣ℭ1∣ = ∣B1∣,
∣ℭ2∣ = ∣B2∣, and ∣ℭ1 ∩ ℭ2∣ < ∣B1 ∩B2∣. Consequentially, ∣ℭ1 ∪ ℭ2∣ > ∣B1 ∪B2∣. So

set B′ = B∖(B1 ∪B2), which implies C ′ ⊆ C∖(ℭ1 ∪ ℭ2) and so ∣C ′∣ < ∣B′∣.
□

Further pruning or reduction of the characterizing collection of differential equa-

tions arising from condition 4 of Theorem 3.2 (or from the above corollary) is

possible. For instance, choices of C where there exist proper nontrivial subsets

B′ of B such that ∣C ′∣ = ∣B′∣ for C ′ = C ∩ (B′ + ℕm) automatically exhibit the

factorization

(9) detRBC [F ] = ±detRB
′

C′ [F ] detR
B∖B′
C∖C′ [F ].

And one can often reason from suitable collections of these that only certain factors

need be retained.

One more elegant means to accomplish part of the pruning obtainable by above

is to include the relations from Theorem 3.2 for lesser values of m and remove

the relations divisible by these lower degree relations. (For instance, consider

Theorem 3.2 with any proper, non-trivial subset �j1 , �j2 , . . . , �jℓ (with comple-

ment �k1 , �k2 , . . . , �km−ℓ
) replacing A and B with the slices (which are also pro-

jections due to Young-likeness) A′′ = A ∩ {ak1 = ak2 = ⋅ ⋅ ⋅ = akm−ℓ
= 0} and

B′′ = B ∩ {bk1 = bk2 = ⋅ ⋅ ⋅ = bkm−ℓ
= 0}.) Following this, further differential

algebra reduction may still be helpful. We will illustrate this in Example 5 and

Example 6.

In the case of prime characteristic p, one can derive that C(�1, �2, . . . , �m) =

C[�1, �2, . . . , �m] using standard field theory since �1, �2, . . . , �m are algebraic over

C. But the differential criteria of Theorem 3.2 also provides a proof.

Proposition 3.4. Assume charℳ = p and F ∈ ℳ. Then F is rational with

respect to �1, �2, . . . , �m if and only if F is a polynomial with respect to �1, �2, . . . , �m.

Proof. The reverse direction is clear. Assume that F is rational with respect to

�1, �2, . . . , �m (meaning with A = B = Qp). It suffices to show that Dp
jF = 0 for
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all j, as this shows that F is a polynomial using Theorem 3.2 with A = Qp and

B = {0}.
Now fix a value of j, let C equal the translate pej + Qp, and let let B = Qp.

We claim that for  = (c1, c2, . . . , cm) ∈ C and � = (b1, b2, . . . , bm) ∈ B with

 ≺ � + pej it follows that (RBC [F ])
�

 = 0. This is clear when ck < bk for k ∕= j

seeing as −� ∕∈ ℕm. Otherwise cj < bj + p, in which case
(
cj
bj

)
bj ! (and thus

(

�

)
�!)

is divisible by p.

Therefore RBC [F ] is lower-triangular with diagonal entries (RBC )
�

�+pej
= �!Dp

jF .

So the rationality criteria implies that 0 = detRBC [F ] =
(∏

�∈Qp
�!
)

(Dp
jF )p

m

.

Thus Dp
jF = 0.

□

So when charℳ = p, the collection of rational functions is a C vector space of

dimension ∣Qp∣ = pm. One consequence of this and Proposition 3.1 is the following

corollary.

Corollary 3.5. Let A and B be any subsets of Qp such that ∣A∣+ ∣B∣ > pm. Any F

inℳ that is rational (thus polynomial) with respect to �1, �2, . . . , �m can be expressed

using a numerator and denominator having the exponents of their monomial terms

confined to the sets A and B, respectively.

To illustrate Theorem 3.2 and some of these related remarks, we mention the

following examples. (For notational compactness, let F = DF .)

Example 5. Consider the two variable analog of linear fractional functions, which

corresponds to setting m = 2, M = 1, and N = 1 in Corollary 3.3. Only the

rows   = RI1{}[F ] where  has order two or three are relevant. These rows are as

follows.

 (0,2) =
[
F(0,2) 2F(0,1) 0

]
 (0,3) =

[
F(0,3) 3F(0,2) 0

]
 (1,1) =

[
F(1,1) F(1,0) F(0,1)

]
 (1,2) =

[
F(1,2) 2F(1,1) F(0,2)

]
 (2,0) =

[
F(2,0) 0 2F(1,0)

]
 (2,1) =

[
F(2,1) F(2,0) 2F(1,1)

]
 (3,0) =

[
F(3,0) 0 3F(2,0)

]
We point out that

(10) detR
{(0,0),(0,1),(1,0)}
{(0,2),(1,1),(0,3)}[F ] = −F(0,1)

(
3F 2

(0,2) − 2F(0,1)F(0,3)

)
and

(11) detR
{(0,0),(0,1),(1,0)}
{(0,2),(2,0),(0,3)}[F ] = −F(1,0)

(
3F 2

(0,2) − 2F(0,1)F(0,3)

)
.
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Since the complete vanishing of F(0,1) will imply the vanishing of detR
{(0,0),(0,1)}
{(0,2),(0,3)}[F ] =

(3F 2
(0,2) − 2F(0,1)F(0,3)), we may replace the vanishing of both expressions above

with simply the vanishing of the latter factor. (Alternatively, one may note that

the vanishing of 3F 2
(0,2)−2F(0,1)F(0,3) is necessary as it is equivalent to F being lin-

ear fractional with respect to �2. And its vanishing clearly guarantees the vanishing

of both (10) and (11).) Employing Corollary 3.3, rationality with the parameters

M = 1, N = 1 and m = 2 could be expressed as a system of seven partial differen-

tial equations. But using the observation above, this can be easily trimmed to the

following equivalent system of five partial differential equations.

(12) 2F 2
(0,1)F(2,0) − 4F(0,1)F(1,0)F(1,1) + 2F 2

(1,0)F(0,2) = 0

(13) 2F(0,1)F(0,3) − 3F 2
(0,2) = 0

(14) 2F 2
(0,1)F(1,2) − 4F(0,1)F(0,2)F(1,1) + F(1,0)F

2
(0,2) = 0

(15) 2F 2
(1,0)F(2,1) + F(0,1)F

2
(2,0) − 4F(1,0)F(1,1)F(2,0) = 0

(16) 2F(1,0)F(3,0) − 3F 2
(2,0) = 0

Even further reduction is possible. (After all, these equations are not autore-

duced.) Via calculations using a computer algebra system with a differential algebra

abilities such as MAPLE (or via very lengthy calculations by hand), one can show

that the radical differential ideal generated by equations (12) and (13) would con-

tain equations (14) and (15) when charℳ = 0. In fact, by a careful walkthrough of

delta-polynomial calculations, one can show that such also holds whenever charℳ
is not two or three. In characteristic two, the entire set of five can be replaced

with F(2,0) = 0 and F(0,2) = 0, which is not surprising in light of Corollary 3.5. In

characteristic three, equations (13) and (16) reduce to F(0,3) = 0 and F(3,0) = 0.

Thus F may thus be expressed as the polynomial
∑
�∈Q3

f��
�. From here, one can

use purely algebraic techniques to show that such a polynomial satisfying (12) will

satisfy both (14) and (15). So equations (12), (13), and (16) suffice by themselves

to characterize rationality in this case.

Example 6. Consider the case m = 2, A = B = {(0, 0), (0, 1), (1, 0), (1, 1)}. The

following rows   = RB{}[F ] are the only ones needed within condition 3.
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 (0,2) =
[
F(0,2) 2F(0,1) 0 0

]
 (1,2) =

[
F(1,2) 2F(1,1) F(0,2) 2F(0,1)

]
 (0,3) =

[
F(0,3) 3F(0,2) 0 0

]
 (1,3) =

[
F(1,3) 3F(1,2) F(0,3) 3F(0,2)

]
 (2,0) =

[
F(2,0) 0 2F(1,0) 0

]
 (2,1) =

[
F(2,1) F(2,0) 2F(1,1) 2F(1,0)

]
 (3,0) =

[
F(3,0) 0 3F(2,0) 0

]
 (3,1) =

[
F(3,1) F(3,0) 3F(2,1) 3F(2,0)

]
There exist seven choices of C in condition 4 in this case, three of which yield

(17)

detR
{(0,0),(0,1),(1,0),(1,1)}
{(0,2),(0,3),(1,2),(1,3)}[F ] =

(
3F 2

(0,2) − 2F(0,1)F(0,3)

)2
=
(

detR
{(0,0),(0,1)}
{(0,2),(0,3)}[F ]

)2
,

(18)

detR
{(0,0),(0,1),(1,0),(1,1)}
{(2,0),(2,1),(3,0),(3,1)}[F ] =

(
3F 2

(2,0) − 2F(1,0)F(3,0)

)2
=
(

detR
{(0,0),(1,0)}
{(2,0),(3,0)}[F ]

)2
,

and

(19) detR
{(0,0),(0,1),(1,0),(1,1)}
{(0,2),(2,0),(1,2),(2,1)}[F ]

= −8F 2
(0,1)F(1,0)F(2,1)+8F(0,1)F

2
(1,0)F(1,2)+8F 2

(0,1)F(1,1)F(2,0)−8F 2
(1,0)F(0,2)F(1,1).

Of the remaining four choices for C, each detRBC possesses either detR
{(0,0),(0,1)}
{(0,2),(0,3)}[F ]

or detR
{(0,0),(1,0)}
{(2,0),(3,0)}[F ] as a factor. One can show, using calculations carried out by

a symbolic differential algebra system, that (19) belongs to the radical differen-

tial ideal generated by
(

3F 2
(0,2) − 2F(0,1)F(0,3)

)
and

(
3F 2

(2,0) − 3F(1,0)F(3,0)

)
when

characteristic is not two or three. In characteristic two, this holds vacuously and

F(2,0) = 0 and F(0,2) = 0 are the defining equations. In characteristic three, the

equations (17) and (18) simply yield F(3,0) = 0 and F(0,3) = 0 which do not induce

(19). So characterization of rationality with the given A and B is equivalent to the

pair of equations (13) and (16), barring the case charℳ = 3.

Note: In both Example 5 and Example 6, it is necessary that F be rational with

degree 1 with respect to �1 and �2 separately, which implies (13) and (16) by simply

using the case of a single derivation. In Example 6 we see that such is sufficient (as

one might desire), except for the unusual case charℳ = 3.

Example 7. Consider F in some differential field extension ℳ of ℤ3(�1, �2) with

the derivation D1 = ∂
∂�1

. Let A = B = {0, 1}. Observe that Corollary 3.5 ap-

plies. Thus rationality with these prescribed exponent sets is equivalent to being a

polynomial with respect to �1 over C, meaning that D3
1F = 0 is an equivalent con-

dition. For instance, consider F = �21 + �1�2, which can be specifically re-expressed

as
(�31)−(�

2
2)�1

(−�2)+�1 . Also this serves as an interesting example from the point of view of

Example 6. Notice that F is rational (in fact polynomial) with degree one with
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respect to just �2. However F does not satisfy (19) (seeing as all but the third term

vanish), and thus it is not rational with the prescribed exponent sets of Example 6.

In preparation for a proof of Theorem 3.2, we first present a supporting lemma.

Let VB denote the B × B matrix with entries given by (VB)
�
� =

(
�
�

)
��−�. Note

that VB is upper triangular with ones on the diagonal, thus it is invertible. For

C a subset of ℕm, let UC denote the C × C diagonal matrix where the diagonal

entries are defined by (UC)

 = !. Notice that RBC [F ] = UCT

B
C [F ]. For  ∈ ℕm

and � ∈ Qcharℳ, observe that

(20) (L�C)
�
 = D(��F ) =

∑
�:0≤�≤

(


�

)
D���D−�F

=
∑

�:0≤�≤�

(


�

)
�!

(
�

�

)
��−�D−�F =

∑
�:0≤�≤�

(RBC [F ])
�

(VB)
�
� = (RBC [F ]VB)

�

 ,

as long as � ∈ B for 0 ≤ � ≤ �, which is guaranteed if B is Young-like. This proves

the following.

Lemma 3.6. For F ∈ ℳ, C ⊆ ℕm, and B a finite Young-like subset of Qcharℳ

it holds that

(21) L�C = RBC [F ]VB = UCT
B
C [F ]VB .

Proof (of Theorem 3.2): We define the following statements which will serve as

intermediate stepping stones in a series of equivalent statements.

(5) The entries of � are linearly dependent over C.

(6) The set
∩
∈ℕm kerD� contains a non-zero vector in ℳ∣A∣+∣B∣.

(1 ⇐⇒ 5) Apply Proposition 3.1.

(5 ⇐⇒ 6) Apply Lemma 2.1.

(6 ⇐⇒ 2) Let � ∈ A and  ∈ ℕm, and note that D�� = 0 whenever  ∕≤ �

(thus when � ≺  or  ∕∈ A). Also D��� = �!. So PA,ℕm∖AL
�
ℕm has the upper

triangular block-wise form

(22) PA,ℕm∖AL
�
ℕm =

[
L�A L�A
0 L�ℕm∖A

]
.

and L�A is an invertible, upper triangular matrix. So the dimension of the null

space of L�ℕm equals the dimension of the null space of L�ℕm∖A. Then, by using

Lemma 3.6, this also equals the dimension of the null space of RBℕm∖A[F ]. Thus

condition 6 is equivalent to condition 2.

(5 ⇐⇒ 3) By Theorem 2.2 it holds that condition 5 is equivalent to saying

W�
Y = 0 for all Young-like sets Y ⊆ ℕm of size ∣A∣+ ∣B∣. By considering the rows

of (22), if A ∕⊆ Y then L�Y has rank less than ∣A∣ and so W�
Y is zero, regardless of
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F . So condition 5 is equivalent to saying that W�
Y = 0 for all Young-like sets Y

that contain A.

So assume Y = A ∪ C where C = Y ∖A. Thus in block-wise form

(23) PA,CL
�
Y =

[
L�A L�A
0 L�C

]
.

So W�
Y = ± detL�A detL�C . Note that detL�A =

∏
∈A ! ∕= 0, seeing as A ⊆

Qcharℳ. Also Lemma 3.6 gives that detL�C = detRBC [F ]. So the vanishing of all

generalized Wronskians W�
Y for Young-like sets Y containing A is equivalent to

condition 3.

(3 ⇐⇒ 4) The forward direction is clear. For the reverse direction, let C ⊆
ℕm∖A such that ∣C∣ = ∣B∣ and C ∪ A is Young-like. It suffices to show that if

there exists a B′ ⊆ B such that ∣C ′∣ < ∣B′∣, where C ′ = C ∩ (B′ + ℕm), then

detRBC [F ] = 0 regardless of F .

For  ∈ C∖C ′ and � ∈ B′ notice that  − � ∕∈ ℕm, thus the matrix RB
′

C∖C′ [F ] is

entirely zero, which implies that rnkRBC∖C′ ≤ ∣B∣−∣B
′∣ < ∣C∣−∣C ′∣. So detRBC [F ] =

0, independent of F .

□

Remark: The coefficients a� and b� for F in (7) can be determined using any

reduced basis of the null space of L�ℕm , owing to the use of Lemma 2.1 in the proof of

Theorem 3.2. Moreover the block-wise form given in (22) shows that the coefficients

b� can be determined using any reduced basis to the null space of L�ℕm∖A, which

is L�Y∖A where Y is the union of all Young-like sets of size ∣A∣ + ∣B∣ that contain

A. Then the coefficients a� can be determined using backwards substitution or by

using (8). So one can construct differential expressions for the coefficients a� and

b� that are valid on a Zariski open set within the Zariski closed set given by the

rationality criteria.

For instance, consider Example 5 discussed after Theorem 3.2, and assume that

neither F(0,2) nor F(0,1) are identically zero. Then  (0,2) and  (1,1) are linearly in-

dependent overℳ and so D(0,2)� and D(1,1)� behave likewise. Then a reduced basis

for the row space of L�ℕm∖A is given by
[
1 2D(0,1)F

D(0,2)F
+ �2 + �1

(
−D(1,0)F
D(0,1)F

+ 2D(1,1)F
D(0,2)F

)
0
]

and
[
0 D(1,0)F

D(0,1)F
− 2D(1,1)F

D(0,2)F
1
]
, when the rationality criteria is satisfied. Thus we

may set b(0,0) = −2D(0,1)F
D(0,2)F

− �2 + �1

(
D(1,0)F
D(0,1)F

− 2D(1,1)F
D(0,2)F

)
, b(0,1) = 1 and b(1,0) =

−D
(1,0)F

D(0,1)F
+ 2D(1,1)F

D(0,2)F
. These expressions are not a priori constant, but they will

produce constants when the rationality criteria holds with the given parameters.
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4. Taylor Series Rationality Criteria

Another approach is to characterize the Taylor series of rational functions. Such

has classical analytic motivations, but such can also phrased in a more general

differential algebra setting with the introduction of evaluations.

We assume throughout this section that ℳ has characteristic zero. Given an

evaluation E, we define the Taylor series homomorphism TE : DomE → C[[�1, �2, . . . , �m]]

(or simply calling it T when E is understood) by

(24) TE(F ) =
∑
�∈ℕm

1

�!
E(D�F )��.

(As before, assume that �1, �2, . . . , �m are dual to D1, D2, . . . , Dm. Also assume

that E(�j) = 0 for each j, which can be achieved by replacing �j with �j −E(�j).)

We say that DomE (or by association ℳ) is Taylor-regular with respect to E

if TE is injective. In this case, DomE is isomorphic to a differential subdomain

of C[[�1, �2, . . . , �m]] with E being the evaluation
∑
�∈ℕm f��

� 7→ f0 and ℳ is

isomorphic to a differential subfield of C((�1, �2, . . . , �m)).

In our present context, it is sensible to assume the Taylor-regularity of DomE , so

that a function is completely determined by its Taylor coefficients. If one removes

the assumption of Taylor-regularity, then the results that following would serve to

characterize when a function’s abstract Taylor series T (F ) is rational.

The following is a basic Taylor series analog of Theorem 3.2.

Theorem 4.1. Assume that charℳ = 0 and ℳ has a evaluation E with Taylor-

regular domain DomE. Let F ∈ DomE and let A and B be finite Young-like sets

ℕm. The following are equivalent.

(1) F is a rational with respect to �1, �2, . . . , �m with numerator and denomi-

nator having monomial exponents in A and B, respectively.

(2) The matrix E(TBℕm∖A[F ]) has rank less than ∣B∣ over C.

(3) For each set C ⊆ ℕm∖A such that ∣C∣ = ∣B∣ and ∣C ∩ (B′ + ℕm)∣ ≥ ∣B′∣
for all B′ ⊆ B, it holds that E(detTBC [F ]) = 0.

Proof. We define the following statement, which we will show is an an additional

equivalent statement.

(4) The set
∩
∈ℕm kerE(D�) contains a non-zero vector in C∣A∣+∣B∣.

(1 ⇐⇒ 4) Suppose condition 1, then there exists a non-zero v⃗ ∈ C∣A∣+∣B∣ such

that �v⃗ = 0. By applying D and E to this equation, we obtain that E(D�)v⃗ = 0

for any  ∈ ℕm. Thus condition 4 holds.
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Conversely, assume that there is a non-zero v⃗ ∈ C∣A∣+∣B∣ such that E(D�)v⃗ = 0

for any  ∈ ℕm. Thus E(D(�v⃗)) = 0 for all , so Taylor regularity implies that

�v⃗ = 0. Thus condition 1 holds.

(4 ⇐⇒ 2) Applying the evaluation E to (22), we obtain that

(25) PA,ℕm∖AE(L�ℕm) =

[
UA E(L�A)

0 E(L�ℕm∖A)

]
.

And applying E to the result of Lemma 3.6 gives that E(L�ℕm∖A) = Uℕm∖AE(TBℕm∖A[F ]).

It follows that E(TBℕm∖A[F ]) has a non-trivial null space exactly when the same is

true of E(L�ℕm). Therefore conditions 4 and 2 are equivalent.

(2 ⇐⇒ 3) Condition 2 is equivalent to saying that every collection of ∣B∣ rows

from E(TBℕm∖A[F ]) has less than full rank, namely E(detTBC [F ]) = 0 for all C ⊆
ℕm∖A. To see that this is equivalent to 3, it suffices to show that E(detTBC [F ]) = 0

if there exists a B′ ⊆ B such that ∣C∩ (B′+ℕm)∣ < ∣B′∣. In this case, it was shown

in the proof of Theorem 3.2 that detTBB [F ] = 0, so E(detTBC [F ]) = 0 also follows.

□

It follows from Theorem 4.1 that rationality of F =
∑
�∈ℕm f��

� with finite

exponent sets A and B is equivalent to a set of algebraic relations on {f�}. So this

defines an algebraic variety (or algebraic set) within the infinite dimensional vector

space of formal power series. (But without reduction, the relations Theorem 4.1

would not directly define such in the sense of a scheme, seeing as these relations all

have degree ∣B∣ but relations of lesser degree exist when m > 1 and ∣B∣ > 1.)

As with Theorem 3.2, the relations produced by condition 3 can be pruned or

reduced. For instance, applying E to equation (9) shows that a number of relations

factor. As before, one elegant first sweep is to incorporate the relations produced

by 3 for proper subcollections of �1, �2, . . . , �m (with the corresponding projections

of the permitted exponent sets A and B) and then remove those relations properly

divisible by these lower degree relations.

Another Taylor series result would be to simply note that the vanishing of the

Taylor coefficients of the differential equations occuring in Theorem 3.2 (or their

pruned and reduced counterparts) also produces a characterization of rationality

with prescribed exponent sets, if we assume Taylor regularity. One can show that

such relations are linear combinations of the relations produced in condition 3.

(In fact, if one sought an analogous result for prime characteristic, one could

replace the Taylor series (24) with simply F =
∑
�∈Qcharℳ

f��
� in light of Propo-

sition 3.4. And one can readily convert the differential relations of condition 4 of

Theorem 3.2 into a set of algebraic relations on the coefficients f�.)

Theorem 4.4 will give another Taylor series approach, one based on rationality

radial one-dimensional slices.
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4.1. The single variable case, m = 1. In preparation for the approach of radial

slices, it will be helpful to recall and develop some specifics concerning the case

m = 1.

First we refresh and specialize our notation for this subsection as follows. Let

ℳ̃ denote a differential field with one stated derivation D̃ and an evaluation Ẽ

having a Taylor-regular domain DomẼ . Assume that t is an element of ℳ̃ such

that D̃(t) = 1 and Ẽ(t) = 0. So ℳ̃ corresponds to a differential subfield of C((t))

where D̃ = ∂
∂t and Ẽ :

∑∞
j=0 fjt

j 7→ f0. For F =
∑∞
j=0 fjt

j ∈ DomẼ , define the

normalized derivative F̃j = 1
j!D

jF for j ≥ 0 and Fj = 0 if j < 0. So fj = Ẽ(F̃j).

Consistent with prior notation, let

(26) T̃
{0,1,...,N}
{k1,k2,...,kℓ}[F ] =

∣∣∣∣∣∣∣∣∣∣
F̃k1 F̃k1−1 ⋅ ⋅ ⋅ F̃k1−N

F̃k2 F̃k2−1 ⋅ ⋅ ⋅ F̃k2−N
...

...
. . .

...

F̃kℓ F̃kℓ−1 ⋅ ⋅ ⋅ F̃kℓ−N

∣∣∣∣∣∣∣∣∣∣
.

We define ℋM,N [F ] = Ẽ(det T̃
{0,1,...,N}
{M+1,M+2,...,M+N+1}[F ]), namely

(27) ℋM,N [F ] =

∣∣∣∣∣∣∣∣∣∣
fM+1 fM ⋅ ⋅ ⋅ fM−N+1

fM+2 fM+1 ⋅ ⋅ ⋅ fM−N+2

...
...

. . .
...

fM+N+1 fM+N ⋅ ⋅ ⋅ fM+1

∣∣∣∣∣∣∣∣∣∣
.

Theorem 4.2. With the definitions above, the following are equivalent

(1) F is rational with respect to t with numerator and denominator having

degrees at most M and N , respectively,

(2) Ẽ(det T̃
{0,1,...,N}
{k1,k2,...,kN+1}[F ]) = 0 for any choices of k1, k2, . . . , kN+1 ≥M + 1,

(3) ℋM+k,N+k[F ] = 0 for k ≥ 0, and

(4) ℋM+k,N [F ] = 0 for k ≥ 0.

This result is fairly classical [3]. (pp.321-323). We present a proof below as

certain components of this proof will prove useful later.

Proof. (1 ⇐⇒ 2) This follows as a special case of the equivalence of conditions 1

and 3 in Theorem 4.1.

(1 =⇒ 3) Assume that condition 1 holds. Then ℋk,N [F ] = 0 holds for all

k ≥M as a result of condition 2. Also condition 1 automatically holds for all larger

values of N . Thus we obtain that ℋk,ℓ[F ] = 0 for any k ≥ M and ℓ ≥ N . So

condition 3 (as well as condition 4) clearly follow.

(3 =⇒ 4) Sylvester’s determinant identity applied to Toeplitz matrices shows

that

(28) ℋM,N [F ]2 −ℋM−1,N [F ]ℋM+1,N [F ] = ℋM,N−1[F ]ℋM,N+1[F ].
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Assume condition 3 holds. Then for any k ≥ 0,ℋM+k,N+k[F ] = 0 andℋM+k+1,N+k+1[F ] =

0 imply that ℋM+k+1,N+k[F ] = 0. Repeating this argument in an inductive fashion

reveals that ℋM+k+ℓ,N+k[F ] = 0 for k, ℓ ≥ 0. Setting k = 0 obtains condition 4.

(4 =⇒ 2) Assume condition 4 holds. Holding M fixed, shrink N to be the

minimal choice for which condition 4 remains valid. If ℋM−1+k,N−1[F ] = 0 for

at least one k ≥ 0, then the determinant identity (28) can be used to show that

ℋM+k,N−1[F ] = 0 for all k ≥ 0. So with N minimally chosen we have that (i) N = 0

or (ii) ℋM−1+k,N−1[F ] ∕= 0 for k ≥ 0. In the case N = 0 then fM+k = 0 for k ≥ 0

and F is a polynomial of degree at most M . In the other case, since ℋM+k,N = 0

and ℋM+k,N−1[F ] ∕= 0 it follows that the first N rows used to define ℋM+k,N [F ]

are linearly independent over C and their C-span includes the (N +1)th row. So we

may inductively conclude that each row
[
fM+1+k fM+k ⋅ ⋅ ⋅ fM−N+1+k

]
for

k ≥ 0 is in the C-span of
{[
fM+1+k fM+k ⋅ ⋅ ⋅ fM−N+1+k

]}N−1
k=0

. Therefore

condition 2 and thus condition 1 hold, possibly with a smaller value of N . But this

implies condition 1 and thus condition 2 for the original value of N .

□

Remarks:

1) We can construct explicit expressions in terms of Taylor coefficients for a0, . . . aM ,

b0, . . . , bN in C so that F = a0+a1t+⋅⋅⋅+aM tM

b0+b1t+⋅⋅⋅+bN tN . Assume that condition 4 holds and

either N = 0 or ℋM−1,N−1 ∕= 0, in which case these coefficients will be uniquely

determined up to a constant multiple. Notably
[
b0 b1 ⋅ ⋅ ⋅ bN

]T
is in the null

space of E(T
{0,1,...,N}
{M+1,M+2,...,M+N}[F ]), which will be one-dimensional with the given

assumptions. Using Cramer’s rule, it follows that bj = (−1)jb0
detCĵ

detC0̂
, where Cĵ

equals E(T
{0,1,...,N}
{M+1,M+2,...,M+N}[F ]) with the last row and (j + 1)th column deleted.

(Note that detC0̂ = ℋM−1,N−1[F ] ∕= 0, by assumption.) Setting b0 = detC0̂ we

obtain that

(29) bj = (−1)j

∣∣∣∣∣∣∣∣∣∣
fM+1 ⋅ ⋅ ⋅ fM−j+2 fM−j ⋅ ⋅ ⋅ fM−N+1

fM+2 ⋅ ⋅ ⋅ fM−j+3 fM−j+1 ⋅ ⋅ ⋅ fM−N+2

...
...

...
...

fM+N ⋅ ⋅ ⋅ fM+N−j+1 fM+N−j−1 ⋅ ⋅ ⋅ fM

∣∣∣∣∣∣∣∣∣∣
.

By using the upper rows of (25) or, more simply, by considering (a0 + a1t + ⋅ ⋅ ⋅ +
aM t

M ) = F ⋅ (b0 + b1t+ ⋅ ⋅ ⋅+ bN t
N ), it follows that

(30) aj = −f0bj − f1bj−1 − ⋅ ⋅ ⋅ − fjb0,

taking bj to be zero if j > N .

2) If we wish to construct a Taylor series satisfying any of the equivalent condi-

tions of the theorem, it is worth noting that the coefficients fj for j ≤ M − N
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are completely arbitrary, and that the coefficients fj for j ≥ M + N + 1 are

uniquely determined by the values of fj for M − N + 1 ≤ j ≤ M + N . The

first part of this statement can be seen by observing that (27) is independent of

fj for j < M − N + 1 or alternatively by noting that subtracting an arbitrary

polynomial of degree M − N from F does not affect the validity of condition 1.

When ℋM−1,N−1[F ] ∕= 0, the second part can be seen inductively by considering

Ẽ(S̃M+1,...,M+N,j [F ]) for j > M+N . And when ℋM−1,N−1[F ] = 0, one can simply

reduce to a lesser value of N ′ for which either ℋM−1,N ′−1[F ] ∕= 0 or N ′ = 0. In

contrast, the values of fj for M −N +1 ≤ j ≤M +N cannot be chosen completely

arbitrarily (though choosing them so that ℋM−1,N−1[F ] = 0 is one sufficient con-

dition). Instead the possible choices of these fj forms a constructible set, being the

projection of an algebraic variety.

3) The collection of rational functions (with bounds given as in 1) has the struc-

ture of an algebraic variety in the space of sequences (f0, f1, . . .). We pause to

mention that the relations produced by condition 1 are also interesting from the

perspective of Groebner basis theory. (We note that much of the foundational the-

ory of Groebner bases developed for finitely many indeterminates can be extended

to polynomial rings with infinitely many indeterminates. The Groebner bases may

be infinite, but they have cardinality no greater than the cardinality of the set of

indeterminates. So these varieties present some interesting examples in the area of

infinite dimensional algebraic geometry. For instance the case M = 0, N = 1 can

be viewed as a generalization of the classic twisted cubic.)

To further elaborate on this point, define G1 = {Ẽ(det T̃
{0,1,...,N}
{k1,k2,...,kN+1}[F ]) ∣M <

k1 < k2 < ⋅ ⋅ ⋅ < kN+1} andG2 = {ℋM+k,N [F ] ∣ k ≥ 0} as subsets of the polynomial

ring ℚ[f0, f1, . . .]. NamelyG1 andG2 correspond to the relations in conditions 2 and

4, respectively. With suitable changes in sign, G1 forms a minimal Groebner basis

of its generated ideal, under either (1) graded reverse lexicographical ordering with

the ranking f0 < f1 < ⋅ ⋅ ⋅ or (2) graded lexicographical ordering (or lexicographical

ordering as the generators are homogeneous) with the ranking f0 < f1 < ⋅ ⋅ ⋅ , if

M −N − 1 ≥ 0. In particular the elements of G1 have S-polynomials that reduce

to zero modulo G1. To outline why, we highlight the identity

(31) fkℓ−ℓ+1Ẽ(det T̃k1,k2,...k̂ℓ...,kN+2
[F ])− fkℓ+1−ℓ+1Ẽ(det T̃k1,k2,..., ˆkℓ+1...kN+2

[F ])

=
∑

j=1,...,N+2
j ∕=ℓ,ℓ+1

(−1)j−ℓ+1fkj−ℓ+1Ẽ(det T̃k1,k2,...,k̂j ...kN+2
[F ]),

for kN+2 > kN+1 > ⋅ ⋅ ⋅ > k1 ≥M+1 and 1 ≤ ℓ ≤ N+2. (This follows as the matrix

T 0,1,...,N
k1,k2,...kN+2

[F ] with the ℓth column repeated has determinant zero.) One can show

that the leading terms of the fkj−ℓ+1Ẽ(det T̃k1,k2,...,k̂j ...kN+2
[F ]) in the summation
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on the right are distinct, thus the specific S-polynomial on the left reduces to 0

modulo G1. Then, by employing the techniques exposited in [2] Chapter 2, Section

9 (namely Propositions 4 and 10), we can conclude that all other S-polynomials

reduce to 0. G2 also forms a minimal Groebner basis for its generated ideal under

graded reverse lexicographical ordering, seeing as the leading terms are relatively

prime.

G1 and G2 generate different ideals but they share the same radical ideal.

This follows from Theorem 4.2 (including its generality with respect to C) and

by applying an infinite dimensional version of Hilbert’s Nullstellensatz [7]. (More

specifically, this holds with any uncountable, algebraically closed field extension

Ĉ of ℚ, but ℚ also inherits the result since ⟨Ĉ[f0, f1, . . .]I⟩ ∩ ℚ[f0, f1, . . .] = I

for any ideal I in ℚ[f0, f1, . . .].) However the corresponding elimination ideals

⟨G1⟩ ∩ℚ[f0, f1, . . . , fk] and ⟨G2⟩ ∩ℚ[f0, f1, . . . , fk] will have radical ideals differing

for all values of k > M + N + 1, seeing as G2 vanishes everywhere on the variety

fM+1 = ⋅ ⋅ ⋅ = fk−1 = 0 but G1 does not.

For use in the next subsection, we give the following auxiliary fact.

Proposition 4.3. Suppose that R is a unique factorization domain and ff(R) is

its fraction field. Let b1, b2, . . . , bn ∈ ff(R). Suppose that f0, f1, f2, . . . all reside in

R and satisfy the recurrence relationship

(32) fk = b1fk−1 + b2fk−2 + ⋅ ⋅ ⋅+ bnfk−n

for k ≥ n. Also assume that

(33)

∣∣∣∣∣∣∣∣∣∣
fn−1 fn−2 ⋅ ⋅ ⋅ f0

fn fn−1 ⋅ ⋅ ⋅ f1
...

...
. . .

...

f2n−2 f2n−3 ⋅ ⋅ ⋅ fn−1

∣∣∣∣∣∣∣∣∣∣
∕= 0.

Then b1, b2, . . . , bn ∈ R.

Proof. For k1, k2, . . . , kn ≥ n− 1, define

(34) Δk1,k2,...,kn =

∣∣∣∣∣∣∣∣∣∣
fk1 fk1−1 ⋅ ⋅ ⋅ fk1−n+1

fk2 fk2−1 ⋅ ⋅ ⋅ fk2−n+1

...
...

. . .
...

fkn fkn−1 ⋅ ⋅ ⋅ fkn−n+1

∣∣∣∣∣∣∣∣∣∣
,

which belongs to R. For terms in the formal polynomial ring ℤ[b1, b2, . . . , bn] we

consider the monomial ordering given by graded reverse lexicographical order using

the precedence b1 < b2 < ⋅ ⋅ ⋅ < bn [2].

Claim: For kn > kn−1 > ⋅ ⋅ ⋅ > k1 ≥ n−1, there exists a polynomial Bk1,k2,...,kn

in ℤ[b1, b2, . . . , bn] with leading term ±bkn−kn−1−1
1 b

kn−1−kn−2−1
2 ⋅ ⋅ ⋅ bk2−k1−1n−1 bk1−n+1

n
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such that

(35) Δk1,k2,...,kn = Bk1,k2,...,knΔn−1,n,...,2n−2.

whenever the recurrence relation (32) holds.

Once the claim is established, it follows by a process of backwards substitution

that bℓ11 b
ℓ2
2 ⋅ ⋅ ⋅ bℓnn Δn−1,n,...,2n−2 (for ℓ1, ℓ2, . . . ℓn ≥ 0) may be expressed as a ℤ

linear combination of various Δk1,k2,...,kn , all of which reside in R. So suppose, for

sake of contradiction, that some bj does not belong to R but rather equals p
q for

p, q ∈ R where some irreducible r ∈ R divides q but not p. Owing to (33), there is

some finite value ℓ such that rℓ divides Δn−1,n,...,2n−2 but rℓ+1 does not. However

bℓ+1
j Δn−1,n,...,2n−2 being in R implies that rℓ+1 divides pℓ+1Δn−1,n,...,2n−2, which

yields the desired contradiction.

So it suffices to prove the claim, which we do via induction on kn. When kn =

2n−2, it follows that each kj must equal n−2+j. So Δk1,k2,...,kn = Δn−1,n,...,2n−2,

thus we simply set Bk1,k2,...,kn = 1.

Let kn > 2n− 2 and assume that the claim holds for lesser values of kn. By the

recurrence relation and linearity of (34) with respect to its last row, it holds that

(36)

Δk1,...,kn−1,kn = b1Δk1,...,kn−1,kn−1 + b2Δk1,...,kn−1,kn−2 + ⋅ ⋅ ⋅+ bnΔk1...,kn−1,kn−n.

Each term on the right-hand side of this equation is zero or falls under the scope of

the inductive hypothesis after appropriate row swaps. So we can recursively define

the needed Bk1,k2,...,kn ∈ ℤ[b1, b2, . . . , bn] by setting

(37)

Bk1,...,kn−1,kn = b1Bk1,...,kn−1,kn−1 + b2Bk1,...,kn−1,kn−2 + ⋅ ⋅ ⋅+ bnBk1,...,kn−1,kn−n,

where it is understood that permuting indices in the subscript of Bk1,k2,...,kn changes

its sign according to the sign of the permutation and that repeated indices causes

Bk1,k2,...,kn to be zero. It only remains to verify the claimed leading term of (37).

Let p denote the largest number such that kp−1 < kp − 1, or let p = 1 if

kj = kn−n+j for all j, in which case k1 > n−1. First consider the case p = n. When

Bk1,...,kn−1,kn−j is non-zero, it follows from the inductive hypothesis that the degree

of its leading term is max(kn−1, kn− j)− 2n+ 2. Thus b1Bk1,...,kn−1,kn−1 (which is

non-zero) has the greatest leading term, namely ±bkn−kn−1−1
1 ⋅ ⋅ ⋅ bk2−k1−1n−1 bk1−n+1

n ,

owing to degree.

Now consider the case p < n. Notice that Bk1,...,kn−1,kn−j is zero for j ≤ n− p.
Also the leading terms of each bjBk1,...,kn−1,kn−j (when non-zero) share the same

degree, namely kn−1−2n+3, and they all omit bℓ for all ℓ < n−p. But for j ≥ n−
p+2, the leading terms of each nonzero bjBk1,...,kn−1,kn−j are divisible by bn−p. But

the leading term of bn−p+1Bk1,...,kn−1,kn−n+p−1 is ±bkp−kp−1−1
n−p+1 ⋅ ⋅ ⋅ bk2−k1−1n−1 bk1−n+1

n ,
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which does not contain bn−p. Thus this is the leading term of (37), due to the given

monomial ordering.

□

Remark: If Δn−1,n,...,2n−2 = 0, then it follows from the claim in the proof

above that Δk1,k2,...,kn = 0 for all kn > kn−1 > ⋅ ⋅ ⋅ > k1 ≥ n− 1. This implies that

there exist b′1, b
′
2, . . . , b

′
n ∈ ff(R), not all zero, such that

(38) b′1fk−1 + b′2fk−2 + ⋅ ⋅ ⋅+ b′nfk−n = 0

for k ≥ n. Thus one may reduce to the case of recurrence relationship of lesser

order, and one may repeat this reduction until (33) holds (so long as some fk is

non-zero). But, while this proposition holds for the coefficients in the reduced

recurrence relation, it does not imply that the result holds for the coefficients of

the original recurrence relation. For example, consider

(39) fk = (x− 1

x
)fk−1 + fk−2

which is satisfied by fk = xkf0. But this can also be defined using the lower order

recurrence relation fk = xfk−1.

4.2. Rationality Criteria on Taylor Series Using Radial Slices. To consider

radial slices algebraically, we define the map � : C[[�1, �2, . . . , �m]]→ C[[t, �1, �2, . . . , �m]]

by saying �(
∑
� f��

�) =
∑
� f�(t�)� =

∑
� f�t

∣�∣��. Since � is injective, it

has a natural extension to the fraction field C((�1, �2, . . . , �m)). For a fixed �∗ =

(�∗1, �
∗
2, . . . , �

∗
m) ∈ Cm, we define the substitution homomorphism ��∗ : C[[t, �1, �2, . . . , �m]]→

C[[t]] by saying ��∗(
∑
j,� fj,�t

j��) =
∑
j(
∑
� fj,�(�∗)�)tj . (Note ��∗ can be

extended to the localization (�−1�∗ (C[[t]]∖{0}))−1C[[t, �1, �2, . . . , �m]], but not to

C((t, �1, �2, . . . , �m)) seeing as some outputs would have to be considered infinite or

indeterminate.) Geometrically speaking, ��∗(�(F )) corresponds to the radial slice

of the function F along the line � = t�∗ (assuming �∗ ∕= 0), while �(F ) captures

the slicing data for all �∗.

Define

(40) Gj =
∑
∣�∣=j

1

�!
��E(D�F )

for j ≥ 0 and set Gj = 0 for j < 0. These are in fact the Taylor coefficients of �(F )

with respect to t, that is

(41) �(F ) = G0 +G1t+G2t
2 + ⋅ ⋅ ⋅ .

To see this, let Et denote the evaluation on C((t, �1, �2, . . . , �m)) (considered as a

differential ring with simply the derivation Dt) that substitutes 0 for t, and observe
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that

(42)
1

j!
Et(D

j
t (�(F )) =

1

j!
Et

⎛⎝∑
∣�∣=j

j!

�!
���(D�F )

⎞⎠ =
∑
∣�∣=j

1

�!
��E(D�F ) = Gj .

So we may present our third approach, which geometrically corresponds to char-

acterizing rationality using rationality along radial one-dimensional slices.

Theorem 4.4. Assume that charℳ = 0 and ℳ has an evaluation with Taylor-

regular domain DomE. Assume F ∈ DomE. Let M,N ∈ ℕ. The following are

equivalent

(1) F is rational with respect to �1, �2, . . . , �m with numerator and denominator

having degrees at most M and N , respectively.

(2) �(F ) is rational with respect to t with numerator and denominator having

degrees at most M and N , respectively.

(3) ��∗(�(F )) is rational with respect to t with numerator and denominator

having degrees at most M and N , respectively, for all �∗ ∈ Cm

(4) For M < k1 < k2 < ⋅ ⋅ ⋅ < kN+1,

(43)

Et(det T̃
{0,1,...,N}
{k1,k2,...,kN+1}[�(F )]) = det

⎡⎢⎢⎢⎢⎣
Gk1 Gk1−1 ⋅ ⋅ ⋅ Gk1−N

Gk2 Gk2−1 ⋅ ⋅ ⋅ Gk2−N
...

...
. . .

...

GkN+1
GkN+1−1 ⋅ ⋅ ⋅ GkN+1−N

⎤⎥⎥⎥⎥⎦ = 0

(5) For k ≥M ,

(44) ℋk,N [�(F )] = det

⎡⎢⎢⎢⎢⎣
Gk+1 Gk ⋅ ⋅ ⋅ Gk−N+1

Gk+2 Gk+1 ⋅ ⋅ ⋅ Gk−N+2

...
...

. . .
...

Gk+N+1 Gk+N ⋅ ⋅ ⋅ Gk+1

⎤⎥⎥⎥⎥⎦ = 0.

Proof. (1 =⇒ 2 =⇒ 3) Clear.

(3 =⇒ 4 ⇐⇒ 5 ⇐⇒ 2) Using Theorem 4.2, condition 3 implies that (43)

holds fiberwise for all choices of �∗ ∈ CM . Thus (43) also holds in C[[�1, �2, . . . , �m]].

Moreover, conditions 5, 4, and 2 are equivalent in light of Theorem 4.2.

(5 =⇒ 1) It suffices to consider the case where N is the minimal value for

which condition 5 holds. As a consequence of Sylvester’s identity (28) it follows

that ℋk,N−1 ∕= 0 for k ≥M − 1

Then using the formulas (29) and (30) we can calculate a0, a1, . . . , aM and

b0, b1, . . . , bN in C[�1, �2, . . . , �m] such that �(F ) = a0+a1t+⋅⋅⋅+aM tM

b0+b1t+⋅⋅⋅+bN tN . This gives

each aj and bj as homogeneous polynomials of degreeMN+j, with b0 = ℋM−1,N−1[�(F )] ∕=
0.
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Taking the tk terms (for k ≥ max(M + 1, N)) of the equation

(45) (a0 + a1t+ ⋅ ⋅ ⋅+ aM t
M ) = �(F )(b0 + b1t+ ⋅ ⋅ ⋅+ bN t

N ),

allows one to produce the recurrence relation

(46) Gk = −b1
b0
Gk−1 −

b2
b0
Gk−2 − ⋅ ⋅ ⋅ −

bN
b0
Gk−N

for k ≥ max(M + 1, N). Since all Gk reside in C[�1, �2, . . . , �m], Proposition 4.3

implies that b0 divides each bj within C[�1, �2, . . . , �m]. And it follows from (30)

that b0 divides each aj . Thus
bj
b0

and
aj
b0

are homogeneous polynomials of degree j in

C[�1, �2, . . . , �m]. So there exist homogeneous pj , qj of degree j in C[�1, �2, . . . , �m]

such that �(qj) =
bj
b0
tj and �(pj) =

aj
a0
tj . Setting P =

∑M
j=0 pj and Q =

∑N
j=0 qj ,

we obtain that �(F ) = �(P )
�(Q) . Therefore F = P

Q , which satisfies condition 1.

□

Remarks:

1) The assumption F ∈ DomE makes conditions 3, 4 and 5 well-defined. But

more critically, the equivalence of the degree bounds in conditions 1 and 2 can break

down without this assumption. To demonstrate this, consider the example F =

�1/�2, which has numerator and denominator both of degree 1. But �(F ) = �1/�2

is constant with respect to t and so it is rational with numerator and denominator

having degree 0 with respect to t. However the equivalence of conditions 1 and 2

does hold if F or 1
F belong to DomE .

2) We may extend a remark following Theorem 4.2 to the multivariable case.

Namely when F satisfies any of these equivalent rationality conditions, then the

Taylor coefficients of F of order M +N + 1 or greater are uniquely determined by

the Taylor coefficients with order between M − N + 1 at most M + N , and the

Taylor coefficients of order M −N or less are arbitrary.

3) By expanding the relations (43) or (44) and taking coefficients with respect to

the monomials of �1, �2, . . . , �m, one generates a set of relations in ℚ[{f�}�∈ℕm ].

Each of these relations have degree N+1 in terms of {f�}�∈ℕm . Plus the coefficients

of �pj produce the rationality conditions purely with respect to �j . So the relations

produced here are in a sense “tighter” than the relations occurring in Theorem 4.1

and not subject to some of the reductions discussed following Theorem 4.1.
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